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1. The purpose of the discipline

The purpose of studying of discipline "Probabilityeory, probabilistic processes
and mathematical statistics" is forming the basstoflents' mathematical and logical
thinking, students acquire basic knowledge of thsids of application of probabilistic
and statistical apparatus for solving theoretica applied problems.

2. Interdisciplinary connections

The study of
«Higher mathematics".

this discipline

3. Learning outcomes

Is directly based orhet discipline

Program learning outcome  Teaching Forms of | Learning outcomes of the
methods | evaluation | discipline
LO3. Use knowledge df Know the basic concepts and
patterns of random theorems of the theory of
phenomena, their properties stochastic  phenomena and
and operations on them, processes.
models of random processes Know the basic laws qf
and modern software distribution of discrete angd
environments to solve continuous random variables.
problems of statistical data Know the basic elements of
processing and construction correlation theory for research.
of predictive models. Oral systems of random variables.
questioning, Know the limit theorems of
testing in probability theory.
Verbal, Moodle, Have an idea of the general
visual, Tests, concepts of probabilistic processgs.
practical | practical Apply standard methods of
skills testing; | Organizing statistical processing
exam (written| @nd data analysis.
LO7. Understand the on tickets) Have an idea about models and
principles of  modelling algorithms for numerical
organizational and technical solution of professional
systems and operations; use problems.
methods of operations Be able to perform
research, solving single- and computational experiments,
multicritical optimization compare the results  of
problems of linear, integer, experimental data and solutions.
nonlinear, stochastic
programming.




4. Program academic discipline

Module 1. Probability theory, probability processes and mathematical
statistics

Content module 1. Random events. Systems of random variables

The main provisions and definitions are consideidte classical definition of
probability is given. The basic principles of comdtiorics, the rule of addition, the rule
of multiplication are studied. The main types ofdmnatorial connections.

Operations on events are studied. Axioms of prdinaband its properties.
Geometric probabilities. Basic theorems of probgbiheory. Reliability models of
technical systems. The formula of total probahilgpyes’ formula.

Bernoulli's formula is considered. Local Laplacedtem. Poisson's formula.
Laplace integral theorem.

Random variables are studied. Forms of problenheflaw of distribution of a
discrete random variable. Forms of problem of camdus random variable and its
properties. Numerical characteristics of randomaixdes.

The laws of distribution of discrete and continuoaisdom variables are studied.
Distributions associated with the normal distribati Random vectors are studied.
Numerical characteristics of a random vector.

Content module 2. Probabilistic processes

The functions of random arguments are studied. [fheof distribution of the
function of random arguments is considered. The t#warge numbers. Markov
inequality. Chebyshev's inequality. The law of armmbers in the form of Chebyshev.
The law of large numbers in the forms of Hinchirddernoulli. The central limit
theorem is given. Lyapunov's theorem. Local Laplaoé theorem. Laplace integral
limit theorem. The general concepts of probabdigirocesses are studied. Markov
processes.

Content module 3. Mathematical statistics. The problem of aligning

statistical series

The basic concepts are studied. The simplest methbdrocessing the results of
observations are studied. Statistical distributodrthe sample. Frequency histogram.
Frequency range. Statistical distribution functidsumerical characteristics of the
statistical distribution.

The problem of equalization of statistical seresonsidered. Construction of a
theoretical probability distribution density curvéstimates of parameters of random
variables.

Testing the hypothesis of consistency of theorketral statistical distribution.
The degree of discrepancy between the theoretichbtatistical distributions is studied.
The criterion of agreemen® - Pearson.



5. The structure of the discipline and distribution of time

Number of hours
Content modules |_nclud|ng .
total | lectures| practice lab independent
work
MODULE 1 (3rd semester) 120 30 15 - 75
Content module 1 30 14 7 - 9
Content module 2 30 8 4 - 18
Content module 3 30 8 4 - 18
Individual task 15 - - - 15
Final control 15 - - - 15
6. Topicsof lectures
Topic Contents (plan) I;Hg??gu?;
Module 1
Content module 1
Introduction.
. . Basic definitions. Classical definition  of
Empirical and logical - ST . :
foundations of probata_l!lty. Basic prlncu_:)le_s of combmator_lcs, rule 5
. f addition, rule of multiplication. The main types
probability theory ° . . :
of combinatorial connections.
Conclusions and answers to questions.
Introduction.
Operations on events. Frequency and statistical
Basic theorems of probability of a random event. Probability axioms.
probability theory, Geometric probabilities. Basic theorems |of 4
their technical probability theory. Reliability models of technigal
interpretation systems. The formula of total probability.
Bayesian formula.
Conclusions and answers to questions.
Introduction.
Repeat the experiment. Bernoulli's formula. Lgcal
Scheme of Laplace theorem. Poisson's formula. Laplace 5
independent tests integral theorem. The most probable number of
events.
Conclusions and answers to questions.




Distribution laws and
numerical
characteristics of
random variables

Introduction.
Random variables, discrete random variable. [The
law of distribution of a random variable. Forms| of
problem of the law of distribution of a discrete
random variable. Continuous random variable.
Forms of problem of continuous random variable
and its properties. Numerical characteristics| of
random variables. Characteristics of the position of
a random variable on the numerical axis. Moments
of random variables. Properties of moments of
random variables.

Conclusions and answers to questions.

The most common
discrete and

continuous laws of
distribution of random
variables

Introduction.
Distribution laws of discrete random variables:
Bernoulli distribution, binomial distribution law,
geometric distribution, hypergeometric
distribution, Poisson distribution law. Laws |of
distribution of continuous random variables:
uniform law of  distribution, indicative
(exponential) law of distribution, normal law of

distribution. Distributions associated with the
normal distribution: Pearson distribution, Student's
distribution, Fisher-Snedekor distribution.
Conclusions and answers to questions.

Multidimensional
random variables

Introduction.
Random vectors. Properties of the random vector
distribution function. The distribution density of
random vector. Conditional distribution laws.
Numerical characteristics of a random vector.
Conclusions and answers to questions.

Content module 2

Random argument
functions

Introduction.
Functions of random arguments. Numerical
characteristics of the function of random
arguments. Theorems on numerical characteristics 2
of the function of random arguments. The law of
distribution of the function of random arguments.
Conclusions and answers to questions.

Limited theorems of
probability theory.

Introduction.

The law of large numbers. Markov inequality.

Chebyshev's inequality. The law of large numbers
in the form of Chebyshev. The law of large

numbers in the forms of Hinchin and Bernoulli.

Central limit theorem. Lyapunov's theorem. Local
Laplace Ilimit theorem. Laplace integral limit

theorem.

Conclusions and answers to questions.
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Introduction.

G Basic definitions. Laws of distribution of
energl_cqncepts of robabilistic  processes. Characteristics | of 2
probabilistic processe e
probabilistic processes
Conclusions and answers to questions.
Introduction.
Markov probabilistic process with discrete states.
Markov processes Markov probabi!i_sti_c process With disprete time. 5
Markov probabilistic process with discrete states
and continuous time.
Conclusions and answers to questions.
Content module 3
Introduction.
Basic concepts. The simplest methods | of
processing the results of observations. Statistical
Initial evaluation of | distribution of the sample. Frequency histogram. 5
statistic Frequency range. Statistical distribution function.
Numerical characteristics of the statistical
distribution.
Conclusions and answers to questions.
Introduction.
Alignment of statistical series. Construction of a
theoretical probability distribution density curve.
i , Estimation of parameters of random variables.
Statistical | estimates . L i _
T Evaluation criteria. Estimates for mathematical
of distribution : . 4
expectation and variance. Method of moments for
parameters . o o I
point estimation of distribution parameters. The
most plausible method. Confidence interval.
Confidence probability.
Conclusions and answers to questions.
Introduction.
Testing the hypothesis of consistency | of
. _ theoretical and statistical distribution. The degree
Testing statistical ) .
hypotheses of _dl_screpanc_:y _ be_tween the theoretlc_al _and 2
statistical ~ distributions.  Consent  criterian.
Pearson's criteriog2.
Conclusions and answers to questions.
7. Topics of practical classes
. Number of
Topic Contents (plan) aud. hours
Module 1
Content module 1
Elements of Introduction. Theoretical part.
combinatorics, direct | Elements of combinatoricBirect probability 1
probability calculation.




calculation.

Tasks for practical training.
Control questions.

Basic theorems.
Reliability models of
technical systems.

Introduction. Theoretical part.

Basic theorems (addition, multiplication).
Reliability models of technical systems.
Tasks for practical training.

Control questions.

Full probability
formula, hypothesis
theorem.

Introduction. Theoretical part.

The formula of total probability. Bayesia
formula.

Tasks for practical training.

Control questions.

AN

Repeat the experimen

Introduction. Theoretical part.

ttheorems. The most probable number of events.
Tasks for practical training.
Control questions.

Bernoulli's formula. Local and integral Laplace

Discrete random
variable.

Introduction. Theoretical part.
Discrete random variable.
Tasks for practical training.
Control questions.

Continuous random
variable.

Introduction. Theoretical part.
Continuous random variable.
Tasks for practical training.
Control questions.

Separate discrete ang
continuous laws of
distribution of random
variables.

Introduction. Theoretical part.

Distribution laws of discrete random variabl
Bernoulli distribution, binomial distribution law
geometric distribution, hypergeomet
distribution, Poisson distribution law. Laws
distribution of continuous random variablg
uniform law of  distribution, indicative
(exponential) law of distribution, normal law
distribution.

Tasks for practical training.

D

iC
of
DS

of

Control questions.

Content module 2

Function of random
variables

Introduction. Theoretical part.

The functions of random arguments. Numer
characteristics of the function of randc
arguments.

Tasks for practical training.

Control questions.

cal
)M

General concepts of
probabilistic
processes.

Introduction. Theoretical part.

Laws of distribution of probabilistic processt
Characteristics of probabilistic processes.
Tasks for practical training.

2S.

Control questions.




Content module 3

Introduction. Theoretical part.
. Statistical distribution of the sample. Frequency
" histogram. Frequency range. Statistical distribution
function. Numerical characteristics of the 1

The simplest methods
of processing the

results OT statistical distribution.
observations. Tasks for practical training.
Control questions.
Introduction. Theoretical part.
: Construction of a theoretical probability distriloat
Alignment of

density curve. 1
Tasks for practical training.
Control questions.

statistical series.

Introduction. Theoretical part.

Estimation of Estimation of parameters of random variables.
parameters of random| Confidence interval. 1
variables. Tasks for practical training.

Control questions.

Introduction. Theoretical part.
Testing the hypothesis of consistency | of
theoretical and statistical distribution. Pearson's

Estimation of
parameters of random

¥ar|z;1blfesl[ istical criteriony2. !
est of staustica Tasks for practical training.
hypotheses.

Control questions.

8.Individual task (IT)

Type: calculation and graphic work.
Title: Mathematical processing of statistical data.
Purpose: students acquire knowledge and skillsarfield of statistical data processing.

9. Methods of control and the procedure for assessing lear ning outcomes

The current control system is based on the useeofalowing forms of control:

- oral examination based on lecture materials;

- oral examination based on the results of thetjmadesson;

- performance of control works;

- testing in a virtual educational environment ba MOODLE platform version

3.9.

- protection of the report on calculation graphirky

The final control in the form of an examination darried out in writing on
examination tickets.

Structure of the discipline and the distribution of points

Content modules | Maximum number of points |




total practice lab. independent
work
MODULE 1 (3rd semester) 100 45 - 30
Content module 1 20 15 - 5
Content module 2 20 15 - 5
Content module 3 15 10 - 5
Individual task 15 - - 15
Final control 30 - - -

Types of tasks, means of control and the maximum number of points

Types of tasks and means of control Distribution
(testing, tests, individual tasks, reports on laboratory classes) of points
Module 1

Content module 1 20
Practical exercise "Direct probability calculatiqperformed calculation on 1
the task, oral interview).
Test workNel., 2
Tasks for independent work 1. 2
Practical exercise "Basic theorems" (calculation tié problem, oral 1
examination).
Test workNe2. 3
Practical exercise "Models of reliability of tecbai systems" (performed 1
calculation on the task, oral examination).
Test workNe3. 5
Practical exercise "Full probability formula, hypesis theorem. Repetition 1
of the experiment "(performed calculation on trekfaral examination).
Tasks for independent work 2. 3
Practical exercise "Some discrete and continuows laf distribution of
random variables" (performed calculation on th&,tasal examination).

Content module 2 20
Test workNe4, 4
Practical exercise "Numerical characteristics efftmction of random 1
arguments"” (performed calculation on the task, examination).
Tasks for independent work 3. 2
Test workNe5. 5
Tasks for independent work 4. 3
Test workNe6. 4
Practical exercise "Characteristics of probabdigtiocesses" (calculation pf 1
the task, oral interview).

Content module 3 15
Practical exercise "The simplest methods of prooggbke results of 5
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observations" (performed calculation on the task).

Practical exercise "Estimation of parameters ofloam variables" 5
(performed calculation on the task).
Tasks for independent work 5. 5
Individual task (CGW) 15
Preparation of the calculation part 10
Presentation and defense )
Final control - exam 30
Theoretical question 1 6
Theoretical question 2 6
Task 1 6
Task 2 6
Task 3 6
TOTAL FORTHE MODULE 100

Grading scale

The sum of points for al Score on a national scale
typesa(();isﬁlilé(;atlonal for the exam, diff. offset for test
90-100 excellent
82-89 good
74-81 passed
64-73 satisfactorily
60-63
. : failed
35-59 unsat_ls_fgctory W'th. the with the possibility of
possibility of retaking .
retaking
unsatisfactory with mandatory . failed
0-34 oo Xuith mandatory re-study of th
re-study of the discipline discipline

10. Material and technical and information sup
Methodical support

port

e

1. Bynaenko M. B. Teopis HMOBIpHOCTEH Ta MaTeMaTH4YHa CTATUCTHKA . HaBY.
nocionuk: [y 2 u.] Yactuna 1 / M. B. Bynaenko, O. b. Kocrenko ; XapkiB. HaIl. YH-T
Micbk. roc-Ba iM. O. M. bekeroa. — Xapkis : XHYMI im. O. M. bekerosa, 2019. —.1, 172

C

https://teams.microsoft.com/l/file/BDD4229B-491 2BF-A01A-CADCB4DE7E6E?tenantld=b4e18cf3-2ccO-

446f-afb7-

f3c65cf0d6d8&file Type=pdf&objectUrl=https%3A%2F% Akmeedu.sharepoint.com%2Fsites%2F122126--

%2FShared%20Documents%2FGeneral%2F%D0%9C%D0%B5%a2iB/6BE%D0%B4%D0%B8%D1

%87%D0%BD%D1%96%20%D0%BC%D0%B0%D1%82%D0%B5%D 1%80%850D0%B0%D0%B

B%D0%B8%2F%D0%9D%D0%9F %20%D0%A2%D0%99%2C%D0%99% @K% 1%82%D0%B0%

D0%9C%D0%A1(%D1%871) 126.pdf&baseUrl=https%3A%2Fkb2ieedu.sharepoint.com%2Fsites%2F1

22126--
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&serviceName=teamsé&threadld=19:7390d56b6ebd4916#86509503 79 @thread.tacv2&groupld=fcec2e08-
1d5f-41b2-93c6-cb33d6d742ba

2. bynaenko M.B. MeTtoanuHi pekoMeHaIlii 10 TpOBEICHHS MPAKTUYHUX 3aHSATh
Ta BUKOHAHHS CaMOCTIHHOI po60oTH 3 aucuuiiing «Teopist HMOBIpHOCTEH, IMOBIpHICHI
OpoIlecH Ta MaTeMaTHYHAa CTAaTUCTHKa» (I CTyneHTIB 2 Kypcy JAeHHOI ¢opMmu
HABYaHHS OCBITHBO-KBai(PiKAIiHHOTO pIBHSA «OakamaBp», cHoemiaJbHOCTI 126 —
[adopmaniiini cuctemu ta TexHosorii) / XapkiB. Hall. YH-T MicbK. rocm-Ba iM. O. M.
bexerosa ; yknan. M. B. bynaenko — Xapkis : XHYMI im. O. M. bekerosa, 2020. — 59
C.

https://eprints.kname.edu.ua/57525/1/2016%20%D0%BF%D0%B5%D1%87.%20404%D0%9
C%20%D0%9C%D0%A0%20%D0%B4%D0%BE%20%D0%BF%D1%80%2C%20%D1%81%D0%
B0%D0%BC.pdf

3. Bulaienko M.V. Distance course "Probability ©he Probabilistic Processes and
Mathematical Statistics".  [Electronic resource] - Access mode
https://dl.kname.edu.ua/course/view.php?id=222dodle virtual learning environment,
version 3.9.

Recommended literature and infor mation resour ces

1. Buktop bapkosckuii, Hwuna bapkosckas, Anekceit Jlomatun. Teopis
HMOBIpHOCTEH Ta MaTeMaTHuHa cTaTHcThka HapuanbHuit mocionuk / B. bapkoBckuii -
K: Bunasuuurpo LlenTp HaBuansHoi diTepatypu, 2019.-424.

2. Oripko O. 1., I'anaiiko H. B. Teopis iiMoBIpHOCTEH Ta MaTeMaTUYHA CTaTHUCTHKA!
HaBuajbHui nocioHuk / O. 1. Oripko, H. B. I'anatiko. —JIsBiB: JIeB/IYBC, 2017. — 292.

3. GeoGebrglunamiyna MaremaTHKa JJIs HABYaHHS Ta BUKJIaJaHHs [EnekTpoHHuii
pecypc] : [Beb-caiit]. — Pesxxum moctymy : http://www.geogebra.org/

4. Tabmmunwmii porecop Googletadmuii. —Pexxum moctymny:

https://docs.google.com/spreadsheets/u/0/.

Hardwar e, hardwar e, softwar e products

Internet access,
Name of computer Me?ggLZIn go?;a:?ecr)\fName of application packag availability of
laboratory P . P > (including licensed) access channg
their number (yes / no)
Laboratory of Impression P + - ESET Antivirus Software 4 so
Informatics and computer - 18 Office Pro 2013 Rus OLP
Computer units. NL Academy.
Engineering multimedia
projector
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